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Main ideas

Using disagreement among an
ensemble of pre-trained polices to
reduce the compounding error
problem in Imitation Learning

We seek an algorithmic scheme that:
e Mmimics the expert within its distribution
e returns to the expert’s distribution if it deviates
Our approach:
uses ensemble uncertainty as reward function
can use any policy gradient algorithm
has linear regret in certain settings
simple and practically robust

Compounding error problem

Behavior cloning treats imitation learning as a super-
vised learning problem.

Jc(m) = Es~d,. [l[T*(+[s) — m(-[s)]]]
( dix IS computed from demonstration data )

But doing this the model may suffer from the cascading

error problem

Expert trajectory
Learned Policy

No data on
how to recover

this can be formalized with the quadratic regret bound
where there exist problems when

Jec(m) = € and Regret = Q(eT?)
( Ross and Bagnell, AISTATS 2010)

Our approach:

e Our objective has two parts

Jaig(M) = Es~dp. [IT(:1S) = TCIS)I] + Es~dr, annis)[ Cu(s, a)]

Jac(m) Ju(m)
Jec(m) is the supervised behavior cloning cost
(mimics the expert within its distribution)
Ju(m) is an uncertainty cost

(returns to the expert’s distribution if it deviates)

Cu(s, a) =Varg~n:(m(als))

where TTg iIs an ensemble of policies trained on the
demonstration data

Learned functions
(different initializations)

-~ True function
Training points

Key insight: ensemble variance is high where data
IS sparse and variance is low where data is dense

Our algorithm: DRIL

(DRIL: Disagreement-Reqgularized Imitation Learning)
Input 7* demonstration data

train m and TTg using data
Fort=1,...
e Perform supervised update to minimize Jgc(m) using D

e Perform step of policy gradient using CfJ”p(s, a)
End For

Guarantees and further details

Regret Gurantee:
Jaig(m) has regret O(keT)
we define k as:
a(i4)

K = minugg B

where a(i{) is concentrability inside of &4 and B(U) i1s minimum vari-
ance of the ensemble outside of U

we can show that behavior cloning has quadratic regret on this prob-
lem and dril has linear regret




