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Machine learning model inspired by biological neural

networks
Hidden nodes

Input nodes
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Functional mapping between input values and output

values
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Larger networks:

Pro’s:
- Learn quickly
- Less sensitive to initial hidden layer
condition .
o input layer
- Less sensitive to local - output layer
minima
Con’s:

- Overfitting
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Smaller networks:

Pro’s:
- Generalize better
= FaSter bU'Id hidden layver

- Faster to compute
- Easier understand

input layer -

Con’s:
- Underfitting
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DropConnect

Regular Network: DropConnect Network:
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Can we harness the benefits of both small and large

networks

Larger networks:

Learn quickly
Less sensitive to initial

condition
Less sensitive to local minima

- Overfitting

Smaller networks:

Generalize better
Faster build

Faster to compute
Easier understand

- Underfitting
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Can we train on a large network and remove hidden units
to make the network smaller

Train: Prune:

hidden layer hidden layer

input layer _—F#
output layer
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Neural Net Pruning - Why and How

Outputs
Ouigzr Pattern First Layer Outputs
Unitl Unit2 [Unit3]| Unit4 [Umits
straight lines
1 0.1 1 0 0 1
Layer 2 2 0.1 1 0 0 1
3 0.1 1 0 0 1
wavy lines
4 0.1 0 0 0 1
Layer 1 5 0.2 1 1 1 0
6 0.2 1 1 0 0
Inputs
Figure 1.
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Others ......

Pattern Recognition Theory

_—

Optimal Brain Damage

Modified Back Propagation

Reed’s survey, Sensitivity
Pruning

Singular value decomposition (SVD)

Modified Cross Validation

/'
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Develop a pruning technique that can be
applied to a

to addresses two 1ssues
that neural networks face: and
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Dey

A

Our Contributions...

oA

of a neural network to
address overfitting and tuning the network
configuration.

. data sets in
two domains: Life science and Vision

)C

CS
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Finding
Prunable
hidden Units
Pruning
Hidden units
Error Metric
hidden layer Stopplng
. Criteria 4 A
input lu\\"(?rv_n_'__»__.-- GI'OUpS and
Cosine Curve
kApproximation
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Definitions:

n - number of records in the data,

[ - index for fully connected hidden layer

h - number of hidden units in a layer /

x! - output of layer / with dimension / by n

w’ - weights matrix associated with the layer /
b’ - bias matrix associated with the layer /
f(x) - activation function

"D _ input matrix to /+1

S
P

Formal Feedforward Operation:

X1
X2

’\

({+1) ({+1) (I+1)
Z =w' X +b

(1 ‘»

%
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BCAP can be described as mapping the h dimensions of the weight and bias vectors to
h', where h' <= h

(1+1) ({+1)
BCAP : w — Aw',
h xn
11 (1+1)
(I+1) p0a
b, — Ab -
hyx 1 h, x1

Original FeedForward Model:

(I+1) (I+1) (I+1)
=w ‘X +b

BCAP FeedForward Model:

({+1) (I+1)
- =f(2 ) (1+1)

{(I+1) I+1)

27 = AW + Ab
(1+1) (1+1)

x =)

(1+1) (141) ey o (1)
Aw'™ AR = bcap(x’,w“’”-' %, e
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A node is prunable if it produces output similar to another node in the same layer and

the is used to detect the similarity between hidden units.
"\ A;B;
A-B 2, 4B,

i=1

similarity = cos(f) =

ATBI ~ & 5 /& o,
VZ4vZB

i=1
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Z=Wx+Db Two Records

W, W
11 VW12 b
W, W 80 < 1)
21 VWoo -+
Z = <W31 W3> | 3 I4 b2

(BWy +#3W, )+ b, (OW, +4W, ) + D,
Z=| (BW,+3W,,)+b, (W, +4W,)+Db,
(BWy+3Wy,) +b,  (OW,+4W, ) + D,

&)

N

I
ofino] ¢
N [] BN

N\

Three hidden hidden units

O >
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Finding
Prygfible
hidden Units
Pruning
Hidden units
Error Metric
hidden layer Stopplng
. Criteria 4 A
input lu\\"(?rv_n_'__»__.-- GI'OUpS and
Cosine Curve
kApproximation
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When dealing with a fully-connected hidden layer,
from the previous layer

X1
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We formally describe how to combine hidden units:

Given a hidden layer x', with two hidden units f, and B, that are similar based on the cosine
similarity measure:

Using the definition of feed-forward:

T T N
Zn_f+1,l i w-,"+1_|xl +b(‘ 1)

.,'+1, R, z ¥ (.+1 x) +b|f+]J

We expand the summation in order to set up the merge for pruning f3, :
) = (w( +h h - b“ N+ (w, ’” 1’h{ +b(‘i'”) +(w, g ‘h +b” gl ¥ - (w(”“hf, +b

n

(I+1)
.

Using the expanded version of the feed-forward network and our assumption that 3, and 3, are
similar, without loss of generality, let B, = A} and B, = A}, so:

(14+1) I+1 (I+1 (141) (1+1) +1) (1+1) I+1 +1)
7D = (w‘1 B, +b'i+ "’)+(w'j2”"[32 +b)" )+ (w;' '} + b, 4 1 R + (W VR + )
Since, P, is similar to 3, in direction, we scale 3, magnitude to 3, by f, [l:t: :Il and replacing
f3, by this scaled value:
(1+1) — <1+1- (I+1) (+1yq 1B, II pD (+1), 1 (1+1) (141), | (1+1)
Az B, +b, )+ (w, IBlus Rl p R ACin - iy & e +(wy hy+b, ")
(I+1) _ rm; |.+|\lll’> I |{+h u-n (1+1) (I+1) (I+1), (1+1) (I+1)
Az = [(w, W, m ”) B, + s N+, "b+b, )+ e +(w, 'h, +b, )
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Finding

Prygfible

hidden Units

Vi

Error Metric

hidden layer Stopplng

Criteria 4 )
Groups and

Cosine Curve
kApproximation

input layer -
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In practice, if there are hidden units in a hidden layer / that are similar, the

X1

X2
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Formally we describe how to the error that is introduced:

If the same two hidden units 3, and , are similar but their cosine similarity is not exactly 1,

that means that f3, II:B :II =~ 3, 0r B, :IIZ Illl B, + e, where eis some error difference between the

two hidden units.
\ (] (i (141) (1+1) I+
zZHD = (w‘l‘”"ﬁ1 +b‘l‘+“) +(w:““[32 T A ey YA + W Vnl + b”*”)
1] ot A
) .
Since, B, —= wy 8 similar to f3,
|

(1+1) _ (I+n (M 1B, I (I+1) (I+1), 1 (I+1)
Az =(w; B, +b )(B‘llﬁll e) +b, 7Y b i +(w, 'hy+b, )

(1+1) um (I+ 1 u¢l 1B, I p+D (1+1) l+1l (1+1) (1+1)
Az = (w, B, +b, )BIIIBII 2*')+ ............ +(w VR + b = |(w, e—b’+ )]
Az™D = [(Wum .M;IIB ll) B, + um b”’”)] + + (W' (+1)p um) um e nm)]

L - q\w_, T W, T )My T\, T U, J]T sesscccccsns
! "2 e’ P 2
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In general we would like to

with respect on the error e discussed because we do not know if the effect 1s
positive (i.e. increasing generalization) or negative (decreasing generalization).

Our error measurement is based on the ):
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The defined above is not sufficient enough for a error metric because it

has . Dividing by size of the hidden layer

all the nodes in the layer, rather than letting one node's change

dominate the error

G 2
MMSE = m(§,y) = =31

n A~ 2
FE Oy
= hl
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Finding

Prygfible

hidden Units

Vi

ErrorMetric

hidden layer Stopplng

Criteria 4 )
Groups and

Cosine Curve
kApproximation

input layer -

BCAP: An Artificial Neural Network Pruning Technique to Reduce Overfitting 28 www.umbc.edu



AN HONORS UNIVERSITY IN MARVYLAND

We would like

from the

, where the

maximum amount of error introduced in the network from all the prunes is less than «.

Hidden Cosine angle | MMSE Total MMSE error:
units pairs: | (smallestto | per pair:
largest):
; 0 e e <g
i (B1:Po) 8,8, B8, B,8,)
, 0
(B2-P) ®,8) “6,8,
; 0 e
(B1.Bs) (B1.85) B,.8,)

BCAP: An Artificial Neural Network Pruning Technique to Reduce Overfitting 29 www.umbc.edu



AN HONORS UNIVERSITY IN MARVYLAND

We would like from the , where the
maximum amount of error introduced in the network from all the prunes is less than «.

Hidden Cosine angle | MMSE Total MMSE error:
units pairs: | (smallestto | per pair:
largest):

, 0 e e <g
B152) B8, B8, B8,

’ 0 e e +e <ég
(B2.P5) B,85) (B85) : (B1.B2) <Bz,s3>)

’ e e
(B1:P) B,85) B,85)
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We would like from the , where the
maximum amount of error introduced in the network from all the prunes is less than «.

Hidden Cosine angle | MMSE Total MMSE error:
units pairs: | (smallestto | per pair:
largest):

: 0 e e <eg
(B1.P2) B8, BB BB

; 0 e e +e <Eg
(B2.P5) B,,85) (BB3) ( B8 (32433))

) 0 e e +e +e > €

V (B1.Bs) B,.85) B;:83) : B8y  BBy) (BI,B3))
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One way to with respect the stopping parameter € is

by from the most similar to least
similar.

If hidden layer / has n hidden units, the number of 2-combinations that can be formed is
roughly n°:

Ny NNN-1) N?
2 2 2
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Finding

Prygfible

hidden Units

Vi

ErrorMetric
hidden layer Stoﬁng

Criteria 4 )
Groups and

Cosine Curve
kApproximation

input layer -
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This means that it will roughly take us

. We would like to reduce this

computation time by approximating the optimal angle associated with the last possible
prunable hidden unit pair.

Hidden Cosine angle | MMSE Total MMSE error:
units pairs: | (smallestto | per pair:
largest):
5 0 e e <E€
B1.5,) 8,8, 8,8, ®,8,)

B1>B5) (

)= €

0 e e +e +e
B,.83) B,.85) BBy BB BBy
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The cosine similarity is a function that has a domain [0°,180°] and range [1,0]where the
cosine of degree 0° 1s 1, cosine of degree 90° is 0, and the cosine of degree 180° is -1.
We can divide the cosine similarity into 1 parts and use those values to find the optimal

angle threshold denoted as t..

Example of 20 Thresholds

Cosine Value:

Degree
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lhe

Example of 20 Thresholds

al

Cosine Value:

10 30 50 70 90

Degree
Hidden Cosine angle | MMSE Total MMSE error:
units pairs: | (smallestto | per pair:
largest):

; 0 e e <g
BB, ®,8,) 18, 318,

) e e +e <Eg
©2:P5) (8,85 ( B8, (Bz,ﬁ3))

) 0 e e +e +e >€
B1:Py) ®,85) ®185) ( B8 BBy (61,63))

BCAP: An Artificial Neural Network Pruning Technique to Reduce Overfitting 36 www.umbc.edu



AN HONORS UNIVERSITY IN MARVYLAND

In addition to creating a series of t. to find the optimal degree threshold, we need to
combine similar hidden units into groups denoted as G.. If we do not group hidden

units, we would be performing the same amount of computation as the iterative version.

Similar | (B,.B,),(B.B) (B1,B,). B, B2)
Hldde'n (BS’ [34)3([:))5’ 66) (63’64)9([35’ [‘)’6)
unit pairs:
MMSE [ =e e , e
B B,.B,B3.B,) BB BB
n =€ e 5:€
(BsBs) B3B8y (BsBe)
2 MMSE checks for 2 4 Individual MMSE
Groups checks
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Finding

Prygfible

hidden Units

Vi

ErrorMetric
hidden layer Stoﬁng

Criteria 4 )
Groups and

Cosigg Curve
\Approximation

input layer -
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Input: x' - hidden units of layer I, w*D - weights of layer / and
bV _ biases of layer [, ¢, - threshold of similarity

Output: updated Aw®V and ApHY

Find Equivalent Hidden Units:

Let M = SIM(x?', x®)

For each threshold ¢ :

Let v, and v; be hidden units in x’

Compare v, and v, using ~ equivalence relation M, ; <1 —
Form Groups based on ~ equivalence relation formed from ¢,

g (S ¢ Y— , G} :Each G, is 1 x k' vector with 1’s in index
of equivalence units and 0’s everywhere else.

Choose Pruning Groups:

For each G, formed from ¢; , compute the model MMSE m(G,) of the
group. If m(G;) =< e, accept the group. Denote the last accepted set
of groups G, as G;’, where:

G/ =[G,,G,, wrvvvrs Gl

Prune Hidden Units:
Aw®D = G @D

l
ApHD = Gi, « pD
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We evaluate the BCAP pruning technique on fully connected neural networks layers
trained on various datasets in different domains for classifications tasks.

We intentionally to take advantage of large
networks ability to learn fast and then we either prune the network after or during
training. , we avoid applying BCAP

during training.

BCAP: An Artificial Neural Network Pruning Technique to Reduce Overfitting 40 www.umbc.edu



The MNIST data set contains 28 x 28 pixel black and white handwritten digit images.
There are 10 handwritten digits in this data set which range from 0 to 9 (10-classes).
The training and test set contains digits from each of the classes

OO0 0000608200000
200 T T - S B A A B A R
23222 azx29l2222J
FISITHTX33338332
H 4 Y +dQ ey gy
S s s s (ySs 5855588
6066666 060LGEG6GEEEE
7?2F1277 172777727
FLEEITET T ETQRST
2777279379789 449 9 9
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[2-layer MLP with 800 in each layer]

Method Unit Type Start Arch. End Arch. Error %

MLP (Simard et al., 2003) Sigmoid 800-800 units 800-800 units 1.60%
MLP + DropOut (Hinton et al., 2014) Sigmoid 800-800 units 800-800 units 1.35%

MLP + DropOut (Hinton et al., 2014) RelLU 800-800 units 800-800 units 1.25%

MLP + DropOut + BCAP ReLU 800-800 units 795-509 units 1.17%
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hidden layer Tuning of
BCAP Error €

input layer

( Tradeoff )
Between
Accuracy and

\Network Size )

Pruning Epoch
for Activation
functions
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This parameter decides on how much error will be introduced into the network after

pruning.
Iris Error vs. Accuracy Iris Error vs. Accuracy
100 ~
—
ﬁ -
1000 - |
80—-
800 - 5 1
_ g ]
L = ]
(2} o 704
_ g 71
% 600 ~ < J L\f
5 ] g ]
= g 60
400 D
50 1
200—_
40—_
.

— T T T T
10 20 30 40 10 20 30 40

Angle Threshold Angle Threshold
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hidden laver /

input layer -~

( Tradeoff )
Between
Accuracy and

\Network Size )

Pruning Epoch
for Activation
functions
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When pruning neural networks there is an inherent trade off between the neural
network size and accuracy. We would like to minimize the network size and maximize
the accuracy of the network with respect to the test data set

Thyroid Accuracy - Network Size MNIST Accuracy - Network Size
100 Accuracy —_ 800 | Accuracy —_
1 Network Size = 1 Network Size =
™
%
600
60 —
400
40
200
20 —
04
1I0 2|O 3|0 4|0 2I0 2I5 3l0 3I5 4I0 4I5
Angle Threshold: Angle Thresholds:
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hidden laver /

input layer

v

. J

Pruning Epoch
for Activation
functions
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93
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Thyroud Sigmoid Accuracy

T T —t T
1000 2000 3000 4000 5000

Epochs

Percent Accuracy
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97 ~

©
(<2}
|

©o
5]
|

o
S
|

93 +

Thyroid RelLu Accuracy

2000 3000 4000

Epochs

1000
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Thyroid Sigmoid with BCAP
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Network Size

40

20 ~

Network Size ==

o

1000
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000 3

Epochs

000
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Thyroid ReLu with BCAP
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1 Network Size ==
80
[0}
N
n
~ 60
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 Method for pruning a fully connected layer of a neural
network

* Evidence that pruning neural network can be effective

BCAP: An Artificial Neural Network Pruning Technique to Reduce Overfitting 50 www.umbc.edu



AN HONORS UNIVERSITY IN MARVYLAND

* Explore other types of neural networks besides MLP

* Exploring neural networks with more than 2 hidden
layers

e Evaluate pruning hidden units whose directions are
opposite
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